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ABSTRACT

Current land surfacemodels (LSMs) tend to largely underestimate the daytime land surface temperature Tsfc

for high-altitude regions. This is partly because of underestimation of heat transfer resistance, which may be

resolved through adequate parameterization of roughness lengths for momentum z0m and heat z0h transfer. In

this paper, the regional-scale effects of the roughness length parameterizations for alpine grasslands are ad-

dressed and the performance of the Noah LSM using the updated roughness lengths compared to the original

ones is assessed. The simulations were verified with various satellite products and validated with ground-based

observations. More specifically, four experimental setups were designed using two roughness length schemes

with two different parameterizations of z0m (original and updated). These experiments were conducted in the

source region of the Yangtze River during the period 2005–10 using the Noah LSM. The results show that the

updated parameterizations of roughness lengths reduce the mean biases of the simulated daytime Tsfc in spring,

autumn, and winter by up to 2.7K, whereas larger warm biases are produced in summer. Moreover, model

efficiency coefficients (Nash–Sutcliffe) of the monthly runoff results are improved by up to 26.3% when using

the updated roughness parameterizations. In addition, the spatial effects of the roughness length parameteri-

zations on the Tsfc simulations are discussed. This study stresses the importance of proper parameterizations of

z0m and z0h for LSMs and highlights the need for regional adaptation of the z0m and z0h values.

1. Introduction

The Tibetan Plateau is geographically known as the

roof of the world or third pole of the earth. It not only

plays an important role in the formation of the Asian

monsoon (Yanai et al. 1992; Yanai and Wu 2006), but it

also serves as the headwaters of several large rivers in

East and Southeast Asia, such as the Indus, Mekong,

Brahmaputra, Yellow, and Yangtze Rivers. This area

has experienced significant environmental changes, such

as increased warming (e.g., Chen and Frauenfeld 2014),

enhanced frequency of drought (e.g., Ma and Fu 2006),

intensified land degradation, and desertification (e.g., Fu

and Wen 2002). In addition, Immerzeel et al. (2010)

have shown that the hydrologic cycle has changed in

recent years, influencing runoff of rivers originat-

ing from the region. Reliable hydrometeorological
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simulations are required assets for understanding land–

atmosphere interactions on the Tibetan Plateau and

their response to climate change and human activities.

The Tibetan Plateau is an arid and semiarid region

mainly characterized by bare soil and grassland. Be-

cause of strong solar radiation, low air density, and the

influence of theAsianmonsoon, the Tibetan Plateau has

very distinct and complex diurnal and seasonal varia-

tions of the surface energy and water budget (Yang et al.

2009). Because of this, current land surface models

(LSMs), for example, Community Land Model (CLM);

Simple Biosphere Model, version 2 (SiB2); and Noah

LSM, tend to significantly underestimate the daytime

land surface temperature Tsfc and overestimate sensible

heat flux H on the Tibetan Plateau, particularly in dry

conditions (Yang et al. 2007, 2009; Chen et al. 2011).

In these LSMs, the bulk formulations based on the

Monin–Obukhov similarity theory (MOST) have usu-

ally been employed to simulate the surface heat fluxes

between the land surface and atmosphere (Garratt 1994;

Brutsaert 1998; Su et al. 2001). Su et al. (2001) have

documented that, in order to accurately reproduce H

through MOST, the roughness lengths for momentum

z0m and heat z0h transfer must be determined properly.

Both parameters cannot be directly measured, but they

can be ideally determined using the bulk transfer

equations from profile measurements of wind and tem-

perature (Sun 1999; Ma et al. 2002; Yang et al. 2003)

and/or from single-level sonic anemometer measure-

ment (Sun 1999; Martano 2000; Ma et al. 2008). The

importance of z0m and z0h to LSMs has been reported by

many authors. For instance, LeMone et al. (2008) have

pointed out that a proper representation of z0h is helpful

to reproduce the observed Tsfc andH. Yang et al. (2009)

have further confirmed that the underestimation of heat

transfer resistances accounts for the daytime Tsfc un-

derestimation in current LSMs for the Tibetan Plateau.

Based on these results, we argue that robust parame-

terizations of z0m and z0h are imperative for reliable

surface heat flux estimates and Tsfc calculation on the

Tibetan Plateau.

There are a number of theoretical and experimental

studies on the parameterizations of z0m and z0h for

LSMs. In general, z0m is estimated according to surface

canopy characteristics, whereas z0h is calculated based

on z0m through the parameterizations of kB21 [kB21 5
ln(z0m/z0h)]. Brutsaert (1982, hereafter B82) combined

the roughness Reynolds number Re* and vegetation

characteristics (e.g., leaf area index and canopy height)

to parameterize kB21. Zilitinkevich (1995, hereafter

Z95) proposed an empirical coefficient, known as the

Zilitinkevich empirical coefficient CZil, to relate Re* to

kB21, and since Chen et al. (1997), Z95 has been widely

used in LSMs. Chen and Zhang (2009, hereafter C09)

found that the z0m and z0h of Z95 tend to be over-

estimated for short vegetation and underestimated for

tall vegetation, and hence, on the basis of Z95, param-

eterized z0m and z0h as functions of canopy height. Sim-

ilarly, Zheng et al. (2012, hereafter Z12) proposed to

utilize green vegetation fraction (GVF) for the modi-

fication of Z95. In addition, Yang et al. (2008, hereafter

Y08) assessed several schemes, including B82 and Z95,

and showed that z0m and z0h can be more realistically

parameterized by taking into account friction velocity

u* and friction temperature u* in arid and semiarid

regions of China.

For the Tibetan Plateau, on the other hand, the

studies on roughness length parameterizations were still

very limited until 1998, when intensive field experiments

and comprehensive observational networks started to

develop (Koike 2004; Ma et al. 2008; Xu et al. 2008).

Since then, a number of progresses have been made in

the parameterizations of roughness lengths for the Ti-

betan Plateau. For instance, Chen et al. (2010) showed

that Y08 can perform better on the Tibetan Plateau

based on extensive evaluation of different roughness

length schemes in LSMs. This study is very valuable, but

it is limited to 2-month premonsoon episodes and did

not consider revising roughness length schemes other

than Y08 to operate on the Tibetan Plateau. This kind of

revision was performed by Zheng et al. (2014), in which

they used field measurements to revise the values of z0m
for Z95, C09, and Z12 for a Tibetan site in different

seasons. Zheng et al. (2014) showed that revising the

values for z0m and z0h dramatically improves the per-

formance of the Noah LSM on the simulations of Tsfc

and surface heat fluxes at a point scale, and they sug-

gested using C09 with the newly revised z0m for actual

application because of its consistent performance in

different seasons.

The impacts of roughness length parameterizations on

Tsfc and surface heat fluxes, as well as water fluxes sim-

ulations at a regional scale, are yet to be investigated for

the Tibetan Plateau. In this study, we extend on the

previous study of Zheng et al. (2014) by assessing pa-

rameterizations of roughness lengths for Tsfc and heat

fluxes estimation at a regional scale for the Tibetan

Plateau. Furthermore, we explore their effects on the

simulations of water fluxes and states. We selected two

roughness length parameterization schemes, Z95 and

C09, with the original and the Zheng et al. (2014)–

derived roughness lengths for evaluation. Our selection

was based on the common usage of Z95 in LSMs,

whereas C09 has better performance than Y08 and Z12

(Zheng et al. 2014). Moreover, the Jinsha, Mintuo, and

Jialing subbasins (the source region) of the Yangtze
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River are taken as the study area (Fig. 1). This is mainly

because the source region of the Yangtze River has di-

verse hydrometeorological conditions and is relatively

less influenced by human activities than the neighboring

catchments, such as the source region of the Yellow

River basin.

This paper is organized as follows. First, we introduce

the Noah LSM and the two roughness length schemes,

Z95 and C09, in section 2. Section 3 provides a de-

scription of the study area and the datasets used. In

section 4, we give detailed explanations of four experi-

ments that were designed to evaluate different rough-

ness length parameterizations. The simulated Tsfc,

runoff, and terrestrial water storage (TWS) changes are

evaluated in section 5, and the results are verified and

discussed in section 6. Finally, the conclusions are drawn

in section 7.

2. Noah land surface model

The Noah LSM has been widely used for surface heat

flux and hydrology simulations, and it forms the land

component of mesoscale and global weather forecasting

models for investigating complex interactions between

land and atmosphere (Dirmeyer et al. 2006; Zhang et al.

2011). It uses a Penman-based approximation for latent

heat flux (LE) to solve surface energy balance (Mahrt

and Ek 1984), a four-layer soil model with thermal

conduction equations for simulating the soil heat

transport, and the diffusivity form of Richards’s equa-

tion for soil water movement (Mahrt and Pan 1984). A

simple water balance (SWB) model is used by the

Noah LSM to calculate the surface runoff (Schaake

et al. 1996).

a. Surface energy budget

In general, the surface energy balance equation can be

written as

R
net

5 (12a)SY 1 «(LY 2sT4
sfc) and (1)

R
net

5H1LE1G
0
. (2)

In Eq. (1), Rnet is the net radiation (Wm22) and SY and

LY are the downward shortwave and longwave radiation

(Wm22), respectively. The variable Tsfc is the land sur-

face temperature (K), s is the Stefan–Boltzmann con-

stant (5.67 3 1028Wm22K24), a is the surface albedo

(unitless), and « is the surface emissivity (unitless). In

Eq. (2), H is the sensible heat flux (Wm22), LE is the

latent heat flux (Wm22), and G0 is the soil heat flux

(Wm22).

The sensible heat flux is calculated through the bulk

heat transfer equation based on the MOST (Garratt

1994; Brutsaert 1998):

H52rc
p
C

h
u(u

air
2 u

sfc
) , (3)

where r is the air density (kgm23), cp is the specific

heat capacity of dry air (1005 J kg21 K21), Ch is the

land–atmosphere exchange coefficient for heat (unit-

less), u is the wind speed (m s21), uair is the potential air

temperature (K), and usfc is the potential temperature

FIG. 1. Elevation map of the Jinsha, Mintuo, and Jialing subbasins located in the upper reaches of the Yangtze.

The black triangle represents theCuntan hydrological station. Themain streamof theYangtze is delineated in blue,

and the boundary of the three subbasins is in black.
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at the surface (K). It is worth noting that Ch is calcu-

lated based on the roughness lengths, which will be

introduced later.

In the Noah LSM, the potential evaporation LEP is

calculated using a Penman-based energy balance ap-

proach (Mahrt and Ek 1984). The derivation of LEP

imposes a saturated ground surface and zero canopy

resistance while combining a bulk aerodynamic formu-

lation with a surface energy balance expression to yield a

diurnally varying LEP. The diurnally dependent LEP

can be written as

LE
P
5

D(R
net

2G
0
)1 rlC

q
u(q

s
2 q)

11D
, (4)

where D is the slope of the saturated vapor pressure

curve (kPaK21); l is the latent heat of vaporization

(J kg21); Cq is the exchange coefficient for water vapor;

and qs and q are the saturation and actual specific hu-

midity (kgkg21) at the first atmospheric model level,

respectively. It is worth noting that Cq is assumed to be

the same as Ch and calculated based on the roughness

lengths, which will be introduced later.

The actual evapotranspiration (ET) is calculated as

the sum of three components, which are soil evaporation

Edir, evaporation of intercepted precipitation by the

canopy Ec, and transpiration through the stomata of

the vegetation Et. The soil evaporation extracted from

the top soil layer is calculated as

E
dir

5 (12 f
c
)

�
u
1
2 u

w

u
s
2 u

w

�fx

LE
P
, (5)

where fc is the fractional vegetation cover, fx is an em-

pirical constant taken equal to 2.0, us is the saturated soil

moisture content, uw is the soil moisture content at

wilting point, and u1 is the soil moisture content in the

first soil layer (m3m23).

The direct evaporation of rain intercepted by the

canopy is calculated as

E
c
5 f

c
LE

P

�
cmc

cmc
max

�0:5

, (6)

where cmc and cmcmax are the actual and maximum

canopy moisture contents (kgm22), respectively.

Moreover, the evaporation from the root zone

through the stomata, often referred to as transpiration,

is determined following

E
t
5 f

c
P

c
LE

P

"
12

�
cmc

cmc
max

�0:5
#
, (7)

where Pc is the plant coefficient.

The soil heat flux is calculated following Fourier’s

Law using the temperature gradient between the surface

and the midpoint of the first soil layer:

G
0
5K

h
(u)

›(T)

›(Z)
5K

h
(u)

T
sfc
2T

s1

dz
, (8)

where Ts1 is the temperature at the midpoint of the first

soil layer (K), Z is the depth below the soil surface, and

Kh is the soil thermal conductivity (Wm21K21) that is a

function of soil water content u and soil properties.

b. Runoff simulation and water budget

The Noah surface infiltration scheme follows an

SWB model (Schaake et al. 1996) for its treatment of

the subgrid variability of precipitation and soil

moisture. Surface water is generated when the rain

intensity exceeds the infiltration capacity and is cal-

culated as

R
surf

5P2 I
max

, (9)

where Rsurf is the surface runoff (m s21), P is the rain

intensity (m s21), and Imax is the maximum infiltration

capacity (m s21).

Maximum infiltration capacity can be written as

I
max

5P
D

b
[12 exp(kdt)]

P1D
b
[12 exp(kdt)]

, (10)

where Db is the total soil moisture deficit in the soil

column (m3m23) and kdt is a constant (unitless)

defined by

kdt5kdt
ref

K
s

K
ref

, (11)

whereKs is the saturated hydraulic conductivity (m s21)

and kdtref and Kref are experimentally determined pa-

rameters set to 3.0 (unitless) and 2.0 3 1026 (m s21) for

large-scale simulations, respectively.

The base flow is calculated as follows:

R
base

5 SLOPE[K(u
4
)] , (12)

where K is the hydraulic conductivity (m s21), u4 is the

moisture content in the fourth soil layer, and SLOPE is

the slope coefficient (unitless).

The water balance equation can be written as

P5Q1ET1DS and (13)

Q5R
surf

1R
base

, (14)
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whereQ is the runoff (ms21), ET is the evapotranspiration

(ms21), and DS (ms21) is the change in water storage.

c. Roughness length parameterizations for the
Noah LSM

Z95 and C09 are two roughness length schemes that

are currently utilized within the Noah LSM, and their

formulations are shown in Table 1. In the scheme Z95,

z0m is defined as a function of land cover, and the Rey-

nolds number–dependent formulation proposed by Z95

is implemented for the z0h calculation. The Zilitinkevich

empirical coefficient is a constant and currently spec-

ified as 0.1 in the Noah LSM based on calibration

with field data measured over grassland (Chen et al.

1997). As can be seen from Table 1, CZil is a key pa-

rameter for z0h calculation. However, C09 found that the

parameterization of CZil in Z95 is unable to reproduce

the seasonal variations of z0h because of plant growth

pattern, and they proposed to relate CZil to canopy

height. Therefore, in the scheme C09, CZil was calcu-

lated based on z0m (CZil 5 1020:4z0m/0:07), whereas the

seasonal values of z0m were calculated based on GVF

(Table 1). More specifically, the values of z0m for

grassland in C09 are linearly interpolated between a

minimum z0m,min (equal to bare soil z0m when GVF5 0)

and a maximum z0m,max (equal to fully vegetated z0m
when GVF 5 1). This modification is based on a re-

lationship derived from 12AmeriFlux datasets collected

over a variety of land covers and climate regimes.

The surface exchange coefficient for heat and water

vapor transfers are parameterized as functions of

roughness lengths by Chen et al. (1997) as follows:

C
h
5C

q
5

k2/R�
ln

�
z

z
0m

�
2C

m

�z
L

�
1C

m

�z
0m

L

���
ln

�
z

z
0h

�
2C

h

�z
L

�
1C

h

�z
0h

L

�� , (15)

where z0m is the roughness length for momentum trans-

port (m); z0h is the roughness length for heat transport;

Cm and Ch are the stability correction function for mo-

mentum and sensible heat transfer, respectively; L is the

Obukhov length (m); z is the observation height (m); k is

the von Kármán constant (taken as 0.4); and R is related

to the turbulent Prandtl number (Pr) and is taken as 1.0.

d. Implementation

In this study, we employed the Noah LSM, version

3.4.1, which is freely available online (http://www.ral.ucar.

edu/research/land/technology/lsm.php). The U.S. Geo-

logical Survey (USGS) 30-s global 24-category vegetation

(land use) data were used as the land-use data. The cor-

responding vegetation parameters and soil hydraulic

and thermal parameters are obtained from the default

database of the Noah LSM. The monthly GVF data-

base for the Noah LSM is based on the 5-yr (1985–90)

Advanced Very High Resolution Radiometer (AVHRR)

normalized difference vegetation index (NDVI) products.

Four soil layers with thicknesses of 0.1, 0.3, 0.6, and 1.0m

are prescribed by the application of Noah in a default

mode. The spinup was completed by running the model

repeatedly through 2004 until each of the variables, which

include Tsfc, runoff, and soil moisture, reaches equilib-

rium, when each of the variables for the spinup in the nth

year meets the condition of the following equation:

jVarn 2Varn21j, 0:001jVarn21j,

where Var stands for each of the variables for the spinup

and n is the year number.

3. Study area and datasets

a. Description of the study area

The Jinsha,Mintuo, and Jialing subbasins in the upper

reaches of the Yangtze, located in the central and

TABLE 1. Experiments with different parameterizations of z0m and z0h (m) implemented in the Noah LSM. Values of z0h are calculated

based on z0m and the formulation is z0h 5 z0m exp(2kCZil

ffiffiffiffiffiffiffiffiffi
Re*

p
) withRe*5 u*z0m/n, whereCZil is the Z95 empirical coefficient, Re* is the

roughness Reynolds number, u* is the friction velocity (m s21), n is the kinematic molecular viscosity (taken as 1.5 3 1025 m2 s21), and

GVFnorm 5 (GVF2GVFmin)/(GVFmax 2GVFmin).

Scheme CZil z0m for grassland (m) Reference

Z95-original Z95 0.1 0.120 Z95

Z95-updated Z95 0.1 0.035 Z95; Zheng et al. (2014)

C09-original C09 1020:4z0m /0:07 (12GVFnorm)z0m,min 1 (GVFnorm)z0m,max; z0m,min 5 0:100, z0m,max 5 0:120 C09

C09-updated C09 1020:4z0m /0:07 (12GVFnorm)z0m,min 1 (GVFnorm)z0m,max; z0m,min 5 0:011, z0m,max 5 0:035 C09; Zheng et al. (2014)
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eastern part of the Tibetan Plateau, are the study area.

As shown in Fig. 1, the source region of the Yangtze

River lies in a high-altitude mountainous area. The

Tuotuo River is the source of the Yangtze River and

originates from the glaciers of the Jianggendiru Snow

Mountains in the Tanggula mountain range.

The climate in the study area is governed by the East

Asian monsoon. As a result, it has a large southeast–

northwest precipitation gradient, and the annual pre-

cipitation (rainfall and snowfall) amount within the

study area tends to decrease inland. The annual pre-

cipitation amount is about 400mmyr21, 85% of which

occurs during the wet/warm season from May to Octo-

ber. This is a specific weather phenomenon of the

Yangtze River basin. Under the unique plateau climate,

the land cover of the study area mainly consists of

grasslands (Fig. 2). More specifically, these alpine

grasslands vary from semiarid steppe and shrublands to

alpine steppe and moist alpine meadows, which are

closely associated with the precipitation gradient across

the plateau.

b. Discharge observations

The Cuntan gauging station (29.778N, 107.18E) is lo-
cated along the mainstream of the Yangtze and receives

discharge from catchment areas of 0.863 106 km2, which

includes the study area (Fig. 1). The monthly measured

discharge data of Cuntan station for the period of 2005–

10 were used to examine the runoff estimation of the

designed numerical experiments. These data have been

collected and accumulated by the daily discharge data

of the Cuntan hydrological gauging station (available

at http://219.140.196.71/sq/data/sc.action?scid5cjh.sq).

The regional accuracy of the Noah runoff output is as-

sessed by comparing the spatially averaged time series

of runoff in the study area to the corresponding time

series generated from the observed discharge at the

Cuntan gauging station for the study period. The pro-

cedure of computing the spatially averaged time series

of runoff is based on themethod of Balsamo et al. (2009)

and is implemented as follows. First, the discharge data

(m3 s21) of the Cuntan station are accumulated to

monthly discharge (m3month21) and divided by the

area of the study area, because the Cuntan gauging

station is the outlet of the study area. Second, the daily

runoff data simulated by the Noah LSM are accumu-

lated to monthly values at each pixel during the study

period. The spatially averaged time series of Noah

runoff is then computed as the spatial mean of these

accumulated monthly values of all pixels located in the

study area.

The observed discharge data of the Cuntan station are

barely influenced by significant aquifers operation or

other human activities, as human activities mainly occur

in the middle and lower reaches of the basin. More

specifically, the Three Gorges Reservoir (TGR) has

little influence on the discharge of the Cuntan station, as

Cuntan forms the entrance to the TGR (Yang et al.

2010). According to the Global Map of Irrigation Areas

(GMIA) provided by the global water information sys-

tem (AQUASTAT) of the Food and Agriculture Or-

ganization of theUnitedNations (FAO), theminority of

irrigation occurs in the source region of the basin. Thus,

the observed discharge of the Cuntan station is also not

much affected by irrigation. In addition, the population

in the source region of the basin is small, and therefore

the effects of human water use on the observed dis-

charge of the Cuntan station can be negligible.

c. Atmospheric forcing

The Institute of Tibetan Plateau Research, Chinese

Academy of Sciences (hereafter ITPCAS) provides an

atmospheric forcing dataset for China (He andYang 2011).

The ITPCAS forcing data merged the observations

collected at 740 operational stations of the China Me-

teorological Administration (CMA) to the correspond-

ing Princeton meteorological forcing data (Sheffield

et al. 2006), producing near-surface air temperature,

pressure, wind speed, and specific humidity. The pre-

cipitation field has been produced by combining three

precipitation datasets, including precipitation observa-

tions from 740 operational stations, the Tropical

Rainfall Measuring Mission (TRMM) 3B42 pre-

cipitation products (Huffman et al. 2007), and the

Global Land Data Assimilation System (GLDAS) pre-

cipitation data. The Global Energy and Water Cycle

Experiment–surface radiation budget (GEWEX-SRB)

shortwave radiation data and Princeton forcing data

FIG. 2. The distribution of vegetation based on the USGS land-

cover classification. The classes 1–7 represent the land covers of

dryland cropland and pasture (1), irrigated cropland and pasture

(2), cropland/grassland mosaic (3), grassland (4), shrubland (5),

mixed shrubland/grassland (6), and other (7). It is noted that class 4

represents the land cover of grassland.
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were combined and corrected by radiation estimates

from CMA station data using a hybrid radiation model

(Yang et al. 2006) to produce downward shortwave ra-

diation. Based on the produced near-surface air tem-

perature, pressure, specific humidity, and downward

shortwave radiation, the downward longwave radiation

is calculated by the model of Crawford and Duchon

(1999). The temporal and spatial resolutions of the

ITPCAS forcing data are 3 hourly and 0.18, respectively.
This dataset can be obtained online (http://westdc.westgis.

ac.cn/data/7a35329c-c53f-4267-aa07-e0037d913a21).

d. MODIS land surface temperature

Moderate Resolution Imaging Spectroradiometer

(MODIS) Tsfc products (LPDAAC 2001) were used as

the ground ‘‘reference’’ to evaluate the Tsfc modeling.

The MODIS/Terra Tsfc and Emissivity Daily Level 3

Global 0.058 Climate Modeling Grid (MOD11C1)

products provide Tsfc two times per day, in the daytime

around 1030 local standard time (LST) and in the

nighttime around 2230 LST. In this study, we selected

312 daytime cloud-free MODIS images from the

MOD11C1 Tsfc product archive, covering the period

2005–10. Our choice of daytime Tsfc product is sup-

ported by the fact that parameterization of roughness

lengths plays a more important role in the daytime Tsfc

simulation than in the nighttime one (Chen et al. 2011).

MODIS data are freely available online (https://lpdaac.

usgs.gov/dataset_discovery/modis/modis_products_table).

e. GRACE

Gravity Recovery and Climate Experiment (GRACE)

land products, with the spatial resolution of 18, were
used in this study to validate the Noah LSM–simulated

monthly TWS changes (Swenson 2012). The data are

based on the Release-05 (RL05) spherical harmonics

from the Center for Space Research (CSR;University of

Texas at Austin, United States), the Jet Propulsion

Laboratory (JPL; NASA, United States), and the Ger-

man Research Centre for Geosciences (GFZ; Potsdam,

Germany). The additional postprocessing steps (Swenson

and Wahr 2006; Landerer and Swenson 2012) are sum-

marized online (http://grace.jpl.nasa.gov/data/get-data/

monthly-mass-grids-land/). We used the GRACE data

processed by CSR during the period 2005–10, which can

be freely downloaded (ftp://podaac-ftp.jpl.nasa.gov/

allData/tellus/L3/land_mass/RL05/netcdf/).

4. Experiments design

To assess the effects of roughness length parameteri-

zations on the Noah LSM simulations, we designed four

numerical experiments with different configurations,

that is, Z95-original, Z95-updated, C09-original, and

C09-updated (Table 1). These four experiments were

conducted for the study area during the period 2005–10.

The first two experiments, Z95-original and Z95-

updated, employ the Z95 scheme, whereas C09-original

and C09-updated use the C09 scheme. The original

Noah values of roughness lengths (z0m 5 0.12m for

grassland and z0m 5 0.1m for bare soil) are used in Z95-

original and C09-original, whereas Z95-updated and

C09-updated use the revised z0m values (z0m 5 0.035m

for grassland and z0m 5 0.011m for bare soil) by Zheng

et al. (2014). The values of z0m used in Z95-original and

C09-original for the Noah LSM are publicly available in

the vegetation parameter table, which are described at

the official Noah LSMwebsite (http://www.ral.ucar.edu/

research/land/technology/lsm.php).

5. Results

a. Impacts on Tsfc and surface energy budget
modeling

Themean bias errors (MBEs) between theNoah LSM

simulations at 1100 LST and the selected 312 daytime

images of MOD11C1 Tsfc in the period 2005–10 are

computed for the different roughness length parame-

terizations and for four seasons (Fig. 3). The histograms

of the seasonal bias errors for grassland are depicted in

Fig. 4. Figures 3 and 4 both show that Z95-original and

C09-original generally underestimate the Tsfc in spring,

autumn, and winter. Especially in winter, Tsfc is signifi-

cantly underestimated in Z95-original and C09-original,

with MBE of 27.6K (Fig. 4m) and 26.8K (Fig. 4o),

respectively. These results are consistent with the pre-

vious finding that the Noah LSM tends to underestimate

Tsfc during the daytime when applied to arid and semi-

arid regions (e.g., Hogue et al. 2005; Yang et al. 2009).

On average, Z95-updated reduces the MBEs relative

to Z95-original by 2.7, 1.4, and 1.4K for spring, autumn,

and winter, whereas the MBE in summer has increased

by 1.9K. Similarly, C09-updated produces less MBE

values (1.7, 2.3, and 0.8K) than C09-original in spring,

autumn, and winter, whereas larger MBE (4.3K) is

produced in summer. The use of Z95-updated and C09-

updated has improved the spatial representativeness of

the Noah LSM–simulated Tsfc in the relatively high-

altitude regions, compared to the underestimated Tsfc

values when using Z95-original and C09-original. The

relationship between the elevation and the quality of the

results on Tsfc will be discussed in section 6.

Table 2 lists the means m and the standard deviations

s of H, Rnet, LE, and G0 simulated by the four experi-

ments that correspond to the evaluated Tsfc during
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different seasons. The mean values of H from Z95-

original and C09-original are respectively much larger

than those fromZ95-updated and C09-updated. In other

words, Z95-updated and C09-updated notably reduceH

values by ;21–56Wm22 compared to Z95-original and

C09-original for all seasons. The standard deviations of

H indicate that the shapes for H distribution from Z95-

updated and C09-updated become sharper and nar-

rower than those of Z95-original and C09-original.

As can also be seen from Table 2, Z95-updated and

C09-updated produce averages of Rnet that are respec-

tively ;9–21Wm22 lower than Z95-original and C09-

original, whereas Z95-updated and C09-updated produce

averages ofG0 that are;14–37Wm22 higher than Z95-

original and C09-original. The mean values of LE pro-

duced by Z95-updated and C09-updated are very close

to those simulated by Z95-original and C09-original,

especially during spring and winter, and the differences

between the H produced by the four experiments are

notably larger than those between the LE andG0. This is

not surprising because in the dry season the conditions

(e.g., soil moisture and temperature) for the production

of latent heat are not favorable, and the available energy

on the surface (Rnet 2G0 orH1 LE) is dominated byH

(Chen et al. 2011).

b. Impacts on water budget modeling

The agreement between the simulations produced

by numerical experiments and the observations

is quantified using the following statistics: MBE, co-

efficient of determination R2, root-mean-square er-

ror (RMSE), relative error (RE), and Nash–Sutcliffe

model efficiency coefficient (NSE; Nash and Sutcliffe

1970). NSE is commonly used to quantitatively de-

scribe the accuracy of hydrological model outputs,

with a range from 2‘ to 1, where the closer to 1, the

more accurate the model prediction is (Moriasi

et al. 2007).

Figure 5 compares the observed runoff with the

simulation produced by all experiments. All designed

experiments are capable of capturing the observed

temporal pattern of the runoff, most notably the

extreme drought in 2006. In comparison to mea-

sured values, the Noah LSM with Z95-original and

C09-original systematically underestimated runoff,

especially during the warm season (May–October).

FIG. 3. The mean bias errors (K) of the Noah simulations at 1100 LST produced by (a),(e),(i),(m) Z95-original; (b),(f),(j),(n) Z95-

updated; (c),(g),(k),(o) C09-original; and (d),(h),(l),(p) C09-updated during (a)–(d) spring, (e)–(h) summer, (i)–(l) autumn, and

(m)–(p) winter based on 312 daytime images of MOD11C1 Tsfc products (;1030 LST) during the period 2005–10.
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However, as can be seen in Fig. 5 and Table 3, the Noah

LSM with Z95-updated and C09-updated performs better

on monthly runoff simulations than that with Z95-original

and C09-original, respectively. We can also see from Fig. 5

that the Noah LSM using C09 performs better on monthly

runoff simulations than using Z95. In terms of NSE, the

runoff simulations of the Noah LSM can be improved by

26.3% and 19.0% with Z95-updated and C09-updated

compared to Z95-original and C09-original, and the runoff

results produced by C09-updated have 81.6%, 43.7%, and

19.0% improvement on that of Z95-original, Z95-updated,

and C09-original, respectively. The results show that the

selection of appropriate roughness length parameteriza-

tions improves the accuracy of runoff products of the

Noah LSM.

We further verify the TWS anomalies simulated by

the different experiments with the GRACE-observed

TWS anomalies. As shown in Fig. 6a and Table 4, the

seasonal variations of the TWS from Z95-updated and

C09-updated better match GRACE-observed TWS

variations than those obtained from Z95-original and

C09-original in terms of NSE. Similar to runoff, the

simulations of TWS anomalies are improved by im-

plementing the scheme C09 in the Noah LSM in com-

parison with Z95. This further demonstrates the

importance of adequate roughness length parameteri-

zations for modeling the water budget.

6. Discussion

Equation (15) predicts that the values of z0m and z0h
determine the surface exchange coefficient for heat

transfer, which governs the total surface heat fluxes and

affects Tsfc simulations. In the Z95 scheme, z0m and CZil

are set to constant values, whereas z0h was described as a

function of z0m and atmospheric conditions (e.g., wind

speed). On the other hand, the C09 scheme estimates

z0m as a function of GVF, and bothCZil and z0h vary with

z0m. This means that the dynamic of GVF greatly affects

surface heat fluxes and Tsfc simulations when using the

C09 scheme. The decrease of z0m leads to the increase of

CZil, which will further reduce z0h and increase the heat

transfer resistance, which is also shown in Table 5.

The differences between the Ch produced by the four

experiments in Fig. 7 are consistent with that of the

simulated Tsfc as shown in Figs. 3 and 4, and surface heat

fluxes (H, Rnet, LE, and G0) as listed in Table 2. More

specifically, the usage of Z95-original and C09-original

in the Noah LSM generally underestimates Tsfc for al-

pine grasslands in the study area in spring, autumn, and

FIG. 4. The histograms of the bias errors (K) of the Noah simulations at 1100 LST produced by (a),(e),(i),(m) Z95-original; (b),(f),(j),(n)

Z95-updated; (c),(g),(k),(o) C09-original; and (d),(h),(l),(p) C09-updated during (a)–(d) spring, (e)–(h) summer, (i)–(l) autumn, and

(m)–(p) winter based on 312 daytime images of MOD11C1 Tsfc products (;1030 LST) during the period 2005–10.
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winter. This indicates that the coupling of heat from the

grasslands to the atmosphere is too strong, that is, the

values of Ch are overestimated. The overestimation of

Ch will pump more H to heat the atmosphere and cool

down the land surface. The end result of this cooling

leads to lower upward longwave radiation (thus larger

Rnet) and a lower soil temperature gradient (thus

lower G0). On the other hand, using Z95-updated/C09-

updated in the Noah LSM produces smaller values ofCh

(Fig. 7) and therefore simulates higher Tsfc compared

with using Z95-original/C09-original. As a result, the

performance of the Noah LSM can be generally im-

proved during spring, autumn, and winter. In contrast,

using Z95-updated/C09-updated in the Noah LSM in-

creases the warm biases in summer, when the Tsfc sim-

ulation results from the Noah LSM with Z95-original/

C09-original match well with the Tsfc of MODIS.

The reason that the Noah LSMperforms differently in

summer is the distinct seasonal march of the surface

water and energy budget in the central and eastern Ti-

betan Plateau. During the monsoon period (usually

from June to September), the dry land surface becomes

wet because of frequent rainfall events, and hence LE

dominates the available energy on the surface (Rnet 2
G0 or H 1 LE) instead of H (Y08). This demonstrates

that the Noah LSM with Z95-original/C09-original can

perform well on Tsfc simulations for alpine grasslands

during wet monsoon seasons, which is consistent with

the assessment of the Noah LSM on the Tsfc simulations

using observations on the Tibetan Plateau (Y08). This

also implies that the schemes Z95 and C09 do not pro-

duce the seasonal variations of the Tsfc simulations on

the Tibetan Plateau. We can also see from Figs. 3 and 4

that the Noah LSM using the C09 scheme generally

performs better for grasslands than that using the

TABLE 2. Mean and std dev (Wm22) of H, Rnet, LE, and G0

simulated by Z95-original, Z95-updated, C09-original, and C09-

updated, which correspond to the evaluated Tsfc during different

seasons.

Spring Summer Autumn Winter

m s m s m s m s

H

Z95-original 159 79 110 62 80 47 105 51

Z95-updated 103 60 89 50 55 33 59 36

C09-original 117 60 92 48 60 34 71 39

C09-updated 70 40 67 33 39 21 35 22

Rnet

Z95-original 399 127 450 135 288 121 221 79

Z95-updated 381 128 440 133 279 122 202 82

C09-original 387 127 442 133 281 122 208 81

C09-updated 371 125 421 128 272 117 191 79

LE

Z95-original 66 62 197 84 87 66 16 19

Z95-updated 67 57 190 80 84 64 18 19

C09-original 70 58 194 81 88 64 20 20

C09-updated 71 51 175 72 81 57 24 19

G0

Z95-original 175 74 144 67 121 63 100 45

Z95-updated 212 90 164 74 140 70 125 60

C09-original 200 83 158 71 132 68 117 54

C09-updated 232 94 183 77 152 72 131 63

FIG. 5. Monthly time series of the observed and simulated runoff produced by (a) Z95-original, (b) Z95-updated, (c) C09-original, and

(d) C09-updated during the period 2005–10.

1078 JOURNAL OF HYDROMETEOROLOGY VOLUME 17



scheme Z95. This is because the scheme Z95 tends to

largely underestimate the heat transfer resistances for

short vegetation (grassland, crops, and shrub) in dry

conditions (e.g., Chen et al. 2011), and relating Ch to the

GVF dynamic can more realistically represent surface

exchange processes in LSMs (C09).

As shown in Fig. 8, the Noah LSM with Z95-updated/

C09-updated improves the Tsfc simulation performance

in the relatively high-altitude regions (.4000m), which

may suggest a relation between the Noah LSM of Tsfc

and the elevation. This relationship was also confirmed

by, for instance, Salama et al. (2012). This dependency is

mainly attributed to the fact that the climatology and

land-cover conditions of the higher-altitude central Ti-

betan Plateau are different from the lower-elevation

southeastern Tibetan Plateau (Fig. 1). More specifically,

because of the large southeast–northwest precipitation

gradient of the Tibetan Plateau (ranging from 100 to

700mm in mean annual precipitation), the southeastern

plateau is wetter than the central part (Y08). As a result,

the distribution of the Tibetan grasslands is closely as-

sociated with the precipitation gradient across the

TABLE 3. MBE, R2, RMSE, RE, and NSE between the observed and estimated runoff produced by Z95-original, Z95-updated,

C09-original, and C09-updated for the period 2005–10.

MBE (mm month21) R2 RMSE (mm month21) RE (mm month21) NSE

Z95-original 214.12 0.79 18.09 20.51 0.38

Z95-updated 212.72 0.80 16.61 20.47 0.48

C09-original 211.06 0.82 14.96 20.42 0.58

C09-updated 28.34 0.83 12.75 20.34 0.69

FIG. 6. Spatially averaged monthly time series of (a) GRACE-observed TWS anomalies (black) and (b) ET

produced by Z95-original (blue), Z95-updated (orange), C09-original (green), and C09-updated (red) during the

period 2005–10.
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plateau. The central plateau mainly consists of semiarid

steppe, whereas moist alpine meadow occurs in the

relatively mesic southeastern plateau (Yang et al. 2010;

Su et al. 2013). This further adds weight to the notion

that the usage of Z95-updated and C09-updated is more

suitable under dry conditions. It also indicates that the

roughness length schemes Z95 and C09 have difficulties

in estimating the reliable spatial distribution of daytime

Tsfc for a region that has diverse climate and land surface

conditions. Besides, this suggests that the vegetation

types presented on the land surface in the Noah LSM

should be further specified with respect to hydromete-

orological conditions, and the roughness length param-

eterizations should be selected and, if needed, modified

according to these specified vegetation types. The

grassland on the Tibetan Plateau, for instance, can be

classified into arid alpine steppe, semiarid alpine steppe,

moist alpine meadows, etc.

The standard deviations of the four experiments for

the same season (shown in Fig. 4) are very close, in-

dicating that changing the roughness lengths only

changes MBE without affecting the shape of the prob-

ability distribution of the errors. On the one hand, it

means that the MBE can be used as the single indicator

for the evaluation of the simulated Tsfc. On the other

hand, our results show that it is possible to model the

probability distribution of the errors between Noah

simulation and MODIS satellite observation, which can

be used for data assimilation.

Besides Tsfc and surface heat fluxes simulations, the

roughness length parameterizations have large effects

on the simulations of the water budget components. As

described in section 5, Z95-updated/C09-updated im-

proves themonthly runoff and TWS simulations (Figs. 5,

6), which indicates that a more realistic representation

of the heat transfer resistance can increase the Noah

LSM simulation accuracy of the water fluxes and states.

The improvement in runoff simulation is attributed to

the increased amount of monthly runoff (Fig. 5, Table

3), predominantly the increase of base flow (Fig. 9).

The fact that the Noah LSM with Z95-updated/C09-

updated increases the monthly amount of base flow and

benefits the TWS anomalies can be explained as follows.

The higher Tsfc simulated by the Noah LSM with Z95-

updated/C09-updated, due to the decreased Cq, will re-

duce the Rnet [Eq. (1)], lead to more G0 by raising the

ground-soil temperature gradient [Eq. (8)], and conse-

quently reduce the LEP [Eq. (4)]. Moreover, the lower

z0m means decreased Cq [Eq. (15)], which will weaken

the land–atmosphere coupling strength for water vapor

transfer and reduce the LEP [Eq. (4)]. This decreased

LEP could reduce the actual ET [Eqs. (5)–(7)], which is

consistent with (as shown in Fig. 6b) the ET results of

Z95-updated/C09-updated during the warm season be-

ing lower than that of Z95-original/C09-original. As ET

decreases, less water is extracted from soil for ET and

more water is retained in the soil columns. As a result,

the soil moisture of Z95-updated/C09-updated is higher

than that of Z95-original/C09-original. The increased

soil moisture favors the runoff generation, leading to

an improved runoff simulation for Z95-updated/C09-

updated. More specifically, the increased liquid soil mois-

ture raises hydraulic conductivity (Campbell 1974) and

increases the soil drainage, leading to more baseflow

generation [Eq. (12)].

On the other hand, we can see from Fig. 9a that the

increased soil moisture content has a minor effect on

the simulated surface runoff. This can be attributed to

TABLE 4. MBE, R2, RMSE, RE, and NSE between the GRACE-observed and estimated TWS anomalies produced by Z95-original,

Z95-updated, C09-original, and C09-updated for the period 2005–10.

MBE (mm month21) R2 RMSE (mm month21) RE (mm month21) NSE

Z95-original 2.38 0.66 36.19 0.72 0.23

Z95-updated 3.01 0.63 33.91 0.57 0.32

C09-original 3.13 0.65 31.71 0.52 0.41

C09-updated 3.88 0.63 30.03 0.33 0.47

TABLE 5. Averaged z0m, z0h, and CZil produced by Z95-original, Z95-updated, C09-original, and C09-updated, which correspond to the

evaluated Tsfc during different seasons.

Spring Summer Autumn Winter

z0m z0h CZil z0m z0h CZil z0m z0h CZil z0m z0h CZil

Z95-original 0.120 0.101 0.100 0.120 0.116 0.100 0.120 0.107 0.100 0.120 0.100 0.100

Z95-updated 0.035 0.013 0.100 0.035 0.030 0.100 0.035 0.020 0.100 0.035 0.012 0.100

C09-original 0.102 0.101 0.261 0.102 0.101 0.261 0.108 0.107 0.241 0.101 0.099 0.263

C09-updated 0.013 0.013 0.838 0.030 0.030 0.674 0.021 0.020 0.763 0.013 0.012 0.845
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the fact that the moisture deficits in the soil columns are

usually small during the wet monsoon period (Schaake

et al. 1996), and hence, the maximum infiltration ca-

pacities calculated based on Eq. (10) for the four ex-

periments are very close. Consequently, the surface

runoff simulation, which is determined by the rain in-

tensity and the maximum infiltration capacity as shown

in Eq. (9), does not vary largely. Likewise, the difference

between the amounts of runoff from Z95 and from C09

is attributed to the difference between the values of Ch

(Cq) fromZ95 and fromC09. This demonstrates that the

roughness length parameterizations, which determine Ch

and Cq, play an important role in controlling the total

amount of runoff in the LSM simulation for high-altitude

catchments.

It should be noted that the improvement in runoff

simulation mainly occurs in the warm season (May–

October). This is because, during the cold season

(November–April), the production of LE is very low

because of the limitations of, for instance, soil moisture

and temperature, and therefore the roughness lengths

have a negligible effect on the ET simulation. It should

be noted that snow cover is limited because of strong

wind and little precipitation in the study area during the

cold season (Malik et al. 2014), and hence the runoff

production is little influenced by the snowpack. More-

over, it may be unfair to compare the Noah LSM–

simulated runoff directly (without river routing) with

the discharge at the gauging station. However, we

compare the runoff with the observation at a monthly

scale rather than an hourly or a daily scale; thus, the

influence of the river routing on the comparison is mi-

nor, which is supported by Yang et al. (2011) and Cai

et al. (2014).

Although Z95-updated/C09-updated improves the

Noah LSM simulations, Tsfc and monthly runoff are still

largely underestimated. This can be explained by the

following reasons. The first one is the imperfect rough-

ness length schemes for high-altitude regions under

frozen soil conditions. When the water in the soil is

frozen, the land surfaces tend to be smoother (Zheng

et al. 2014). As such, the values of z0h and z0m are still

overestimated within the Noah LSM, leading to only a

slight improvement in Tsfc simulation for the winter

period, even when using the Z95-updated/C09-updated

parameterizations (Figs. 3, 4).

The second explanation forms the inherent un-

certainties associated with the simulation of the soil

water flow and heat transport and their impact on the

computed surface energy and water budgets. For in-

stance, Yang et al. (2005, 2009) and Chen et al. (2013)

have demonstrated that the absence of vertical soil

heterogeneity in the model structure causes difficulties

in the simulation of soil moisture and temperature

profiles across the Tibetan Plateau by the Noah LSM.

Furthermore, Su et al. (2013) pointed out that the sim-

ulation of freeze–thaw transitions in the soil play an

important role in reliability of themodeled soil moisture

and temperature profiles. In addition, the soil column

adopted by the Noah LSM has only a 2-m depth, and a

FIG. 7. The histograms of Ch corresponding to the evaluated Tsfc simulated by (a),(e),(i),(m) Z95-original; (b),(f),(j),(n) Z95-updated;

(c),(g),(k),(o) C09-original; and (d),(h),(l),(p) C09-updated during (a)–(d) spring, (e)–(h) summer, (i)–(l) autumn, and (m)–(p) winter.
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free gravitational drainage is employed for the baseflow

production. The disadvantage of this setup is the in-

ability to redistribute water across the soil column via

the capillary rise and deeper layers including ground-

water (Gulden et al. 2007; Niu et al. 2011). This can lead

to drier soils and, consequently, an underestimation of

the runoff as Niu et al. (2005) and Yang et al. (2011)

have previously reported.

The third reason is the forcing data. Inaccuracies

existing in the forcing data may have substantial impacts

on the land surface simulations. Chen et al. (2011) com-

pared the daily averaged radiation fluxes of ITPCAS

forcing data against those from field measurements at

four dryland sites on the Tibetan Plateau, and the re-

sults show that the ITPCAS data are dramatically im-

proved in terms of radiation in comparison with the

widely used GLDAS dataset; however, the daily aver-

aged longwave radiation of the ITPCAS forcing data is

still notably underestimated. More specifically, Chen

et al. (2011, their Table 4) gives the statistical metrics

(R2, MBE, and RMSE) for daily averaged ITPCAS

radiation fluxes against the observed data at four sites

(Amdo, Gaize, Dunhuang, and Tongyu) on the Tibetan

Plateau during 2003–04. They show that the MBEs of

the daily averaged longwave radiation fluxes of the

ITPCAS forcing data are mostly negative and up

to 223.4Wm22. As incoming radiation fluxes play a

key role for simulating surface energy partitioning and

Tsfc, the underestimated incoming radiation can be one

of the reasons that cause the underestimation of Tsfc.

7. Conclusions

In this paper, we have addressed the regional-scale

effects of the roughness length parameterizations for

grasslands on the Tibetan Plateau in the Noah LSM.

FIG. 8. The mean bias errors (K) of the Noah simulations for different altitudes at 1100 LST produced by Z95-

original (blue), Z95-updated (red), C09-original (green), and C09-updated (yellow) during (a),(e) spring; (b),(f)

summer; (c),(g) autumn; and (d),(h) winter based on 312 daytime images of MOD11C1 Tsfc products (;1030 LST)

during the period 2005–10.
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Four numerical experiments with two different rough-

ness schemes were conducted during the period 2005–10

for the high-altitude hydrological catchment, the source

region of the Yangtze basin in China. The experimental

setups were based on physical process knowledge, ver-

ified with various satellite products, and validated with

ground-based observations. This study highlights the

need for regional adaptation of the z0m and z0h values

and provides insight into the regional-scale land surface

modeling of high-altitude catchments. Themain findings

of this work are listed as follows:

1) The usage of Z95-updated/C09-updated improves,

validated by the MODIS products, the regional-scale

predictions of the Noah LSM with Z95-original/C09-

original on Tsfc for a high-altitude basin in spring,

autumn, and winter, but larger warm biases are pro-

duced in summer. This implies that the roughness

length schemes Z95 and C09 cannot satisfactorily

capture the seasonal variations of the Tsfc simulations

on the Tibetan Plateau, and Z95-updated and C09-

updated are more suitable in relatively dry conditions.

2) Z95-updated/C09-updated improves the Tsfc simula-

tion performance in the relatively high-altitude re-

gions (.4000m), whereas larger warm biases are

produced in low-altitude regions of the Tibetan

Plateau. This indicates that the roughness length

schemes Z95 and C09 have difficulties in estimating

the reliable spatial distribution of daytime Tsfc for a

region that has diverse climate and land surface

conditions. One feasible way to address this issue is

the grasslands on the Tibetan Plateau are further

classified into arid alpine steppe, semiarid alpine

steppe, moist alpine meadows, etc., and the rough-

ness length parameterizations are selected and, if

needed, modified according to these further specified

vegetation types.

3) The Noah LSM with Z95-original/C09-original

largely underestimates the monthly runoff in the

source region of the Yangtze River. However, by

implementing Z95-updated/C09-updated, the monthly

amount of runoff can be largely increased. Also, Z95-

updated/C09-updated increases the agreement of the

NoahTWS simulationwith theGRACE-derivedTWS.

FIG. 9. Monthly time series of (a) surface runoff and (b) base flow produced by Z95-original (blue),

Z95-updated (orange), C09-original (green), and C09-updated (red) during the period 2005–10.
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This demonstrates that the roughness length parame-

terization, in association with surface exchange co-

efficient for heat Ch and moisture Cq transfer, plays

an important role in modeling water budget compo-

nents for high-altitude catchments.

4) The Noah LSM using the scheme C09 generally

performs better than that using the scheme Z95 on

the simulations of regional-scale Tsfc and water

budget components. It is therefore recommended

to use C09-updated for LSM simulations in the

central and eastern part of the Tibetan Plateau,

particularly in dry conditions.
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